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It is currently a trend to study means of learning in virtual envinronments. This field of research did
not exist just over a decade ago due to technical limitations. Nowadays it is technically possible for
thousands of users to be online at the same time in a 3-dimensional virtual world and to interact
with each other. We explore ways to find user groups in the virtual communities by exploiting
relationships in users’ chat behaviour and location inside the virtual environment. Virtual worlds
have limitations and restrictions in interaction that guide how users behave. With different set of
rules people are not expected to behave similarly. Yet it may be possible to find algorithms that
are generic enough to capture interesting properties of the virtual world participants.

Understanding user behaviour in virtual environments is interesting at many levels. In social
sciences virtual environments are perfect platforms for studies on human behaviour. Collecting
data is relatively easy and vast amount of information can be quickly acquired. Gathering and
analysing the data is a two-fold thing. Firstly effective data structures must be used to store the
collected data for a later use. Secondly effective algorithms must be found to be able to process
large collections of data. We will explore a data set collected from a three month project period
in a single virtual world with 57 students from several different universities around the world. The
students were divided to groups and given a project to complete during the course utilising the
virtual envinroment as their main communication channel.

Networks are a suitable structure for storing interactions and properties of users in virtual envi-
ronments. As the amount of users grows, the complexity of the network is likely to grow as well.
The study on virtual worlds thus closely relates to the study on complex networks. We evaluate
two approaches on how to find groups in large communities. A topic modelling algorithm LDA
is evaluated on the chat corpus of over 10000 chat messages. We try to find groups based on the
topics that each project group discusses. Then we build a network based on the spatial closeness of
speaker-listener relationship between users. Using the Walktrap algorithm we are able to accurately
and quickly find group structures from the speaker-listener network we built.
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1 Introduction

Collaborative virtual environments (CVEs) have become a hot topic in social and
computer science research. CVEs provide a new medium for people to communicate
that practically hasn’t existed ever before. For computer scientists CVEs provide
an interesting area to study mechanisms of large real-time online systems in which
hundreds or thousands of people need to be able to interact simultaneously in one
virtual world. There is a strong link between social scientists and computer scientists
who need to understand each other in order to create and study CVEs that satisfy
the ambitions of both fields. Research results from social studies give guidelines
to people building VEs. Vice versa computer scientists create tools to study and
analyze virtual environments thus providing tools for sociologists to deeply under-
stand the human behaviour in a world that didn’t exist before. This feedback loop
is likely to carry on to the next decade as VEs continue to develop and expand. In
this paper, we mine the (hidden) information in the data that was gathered from
a three month studying period of a class of 30 international students in a popular
virtual environment called Second Life.

Virtual environments have developed very quickly after the invention of the modern
internet. High availability of the internet made it possible for lots of people to com-
municate with each other simultaneuosly in real-time over long distances. Various
implementations of virtual environments have then become popular with different
set of features. Common features for most virtual environments include interaction
with other users and possibility for communication. In the early days of the internet
interaction and communication were mostly restricted to textual exchange of data.
Nowadays it is technically possible to interact in virtual three dimensional worlds
with unique avatars with hundreds of other online users.

As people interact with each other in virtual environments they instinctively be-
have as they would in any other socially familiar situation. The presence of virtual
environment does not remove the social interaction that people are used to in the
real life. This leads to interactions between people that are common in real life as
well – for example close friends communicate with each other more often than with
strangers, work colleagues discuss about work related issues rather than leisure time
activities, people with similar interests find themselves in the same chat rooms. As
people interact between each other they tend to form groups in the virtual commu-
nities. Finding these groups effectively from virtual environments is not trivial. It
is important especially for social studies or for marketing purposes. Identifying the
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binding reason between a group of people (e.g. friends, colleagues) is a challenging
task as well. Knowing the reasons why people are in contact with each others is
likely to be useful for knowledge-based systems.

We present two methods for approaching these issues. Text analysis can be used
to derive why a group of people are connected if there is a communicational reason
for the existence of a group. Using the Latent Dirichlet Allocation (LDA) topic
modelling algorithm groups of same interests can be found. The other group feature
that we are interested in is spatial closeness. When people interact with each other
and spatial distance is a factor, it is possible to use spatial methods to find groups.
We approach the problem by building an undirected network of interactions between
users. The network can be then analyzed with conventional network algorithms. We
use a random walk based algorithm Walktrap for this task. Using spatial restrictions
between listener-speaker pairs we are able to greatly simplify the complexity of the
network and thus effectively find groups even in large communities.

We use a raw data set collected from a virtual envinronment Second Life to evaluate
our methods. Both LDA and Walktrap require pre-processing of the data in order to
be used. For LDA we use conventional text analysis methods and filters to produce
a good learning corpus for the algorithm. The pre-processing steps that we take
prove to be very important. We analyze how different pre-processing filters affect
the result that we get. With trial-and-error a suitable topic model is found. The
topic model finds distinct topics but does not fully identify the participants.

Pre-processing of Walktrap requires combination of multiple collected databases
to be effectively used. We use timestamp based aggregation to build a combined
database of chat utterances and spatial locations with a margin of error in the
timestamps. We are able to visualize the spatial groups found in the data using a
kernel density algorithm. Then Walktrap algorithm is used on the resulting network
from the pre-processing phase and we quickly and confidently find groups that are
spatially related.

We first introduce the history of virtual environments and distance education in
Chapter 2. In Chapter 3 we present the problem description. We present two
possible solutions in Chapter 4 – namely topic modelling algorithm LDA and random
walk algorithm Walktrap. We test our approaches with an empirical test setup that
we explain in Chapter 5. Results of our methods are presented in Chapter 6. Finally
we discuss the merit of the methods and probable future of CVEs and research
interest in the field in Chapter 7.
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2 History of virtual environments

Virtual environments are a relatively new topic in computer science. The notion of
virtual environment (VE) reflects an artificial world within the three dimensional
world that people are used to live in. The concept of virtual environment has grad-
ually evolved as communication methods have improved mainly during the years of
digital transmissions. It is important to understand how current virtual worlds have
evolved and what have been the intermediate steps towards ambiguously defined
field of virtual environments. By understanding from where the virtual environ-
ments evolved we will be better able to judge the weaknessess and strenghts of the
current evolution cycle of VEs.

As we are interested in the learning part of the virtual environments as well we
will begin from the concecpt of distance education (DE). First recorded concept
of distance education is probably an advertisement in the Boston Gazette on 1728
in which a shorthand teacher offered to teach shorthand by sending weekly lessons
to students across the country. In 1833 a Swedish university offered a chance to
learn “composition through the medium of post”. Over the years similar courses
were arranged through correspondence over regularly issued newspapers. In the
20th century more sophisticated courses were introduced, from phonographic audio
lessons to courses for blind people to engineering with special kits. By the 1920’s
almost two hundred American radio stations broadcasted distance education to lis-
teners. Couple decades later television courses started to get more popular. In
1969 the British Open University (BOU) was founded which many consider marks
the beginning of the modern distance education. After the BOU’s implementation
of distance education the topic started to become a new paradigm of education
[BH, Hol, MK89].

As for technical development of CVE’s we could start from the early visual signal
passing techniques of the 4th century BCE Greek to the similar signal passing tech-
niques of the British in the 19th century. However we concentrate on the electronic
and technical evolution of the technologies that are closely related to the concept of
virtual environment.

There is no single point of invention for a virtual environment. The first virtual
environments might have occurred between Morse code transmitters in the early
19th century who could communicate almost in real-time with other operators even
between long distances. The operators did not communicate directly to each other
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but instead used a Morse coding device to send electric signals over a wire which
were then interpreted at the other end. The operators at each end only know about
each other because they choose to use the available communication channel. There
is no direct way for either party to confirm who exactly is at the other end of the
line. This is quite much in agreement with the thought of what a modern virtual
environment is. In fact, in 1848 a wedding was arranged over a telegraph line with
all the operators along the line “present” at the wedding [Sta00].

In the 20th century communication mediums, mainly telephone lines, were developed
to cover vast amount of people. This created a possibility for people to participate in
the “virtual” community by calling their friends (through operators). When intranets
and internet became popular the concept of modern virtual environment began.

Virtual environment in essence is a medium where one or more humans can in-
teract within the virtual world. The interaction often means communication with
other participants in the virtual environment - being either human or an artificial
intelligence.

Bulletin board systems (BBS) in the early 1990’s provided a text based world for
people to meet. It was possible for multiple users to send and receive messages in
real-time from other users. If the BBS didn’t have multiple telephone lines it was
still possible for a user to read public boards and send messages to these boards
through the BBS interface. Users who telephoned in afterwards were able to read
the board or download the contents for later reading.

In the middle of the 1980’s many MUD and ASCII graphics based adventure games
evolved. Graphics were still largely limited by computational power and so the user-
experience was limited to flat two dimensional virtual worlds. Players in the virtual
game world could communicate with each other in real-time and see each other in
the virtual world.

With more computer power available and fast broadband connections it became
possible to model 3D virtual environments and human interactions as in the real
world. Users could interact in human-like user models in a world that imitates
the real world. There is interest in understanding how these virtual environments
can be used as an efficient learning environment [SN02, BG98]. In the context of
learning or co-operation the virtual environment is often called collaborative virtual
environment [SHT06, Smi99]. It is important to understand how people interact in
the virtual environments to build better CVEs for people’s needs. We introduce the
basic principles of virtual environments and the basic model interactions.
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Collaborative virtual environments can be categorized as a subcategory of distance
education [SN02]. Even more refined category would be a subcategory of virtual
learning environment (VLE) which includes interactive webpages (eg. correct /
incorrect result shown to the user after submitting his answer), wikis, administration
of study groups, sharing information to students, etc. Goal of CVEs is to enhance
learning. There are many reasons why this would happen. Students will continue
learning at home when they have possibility to participate meetings from their home
computers. In meetings students will themselves figure out the best way for them to
approach the given problem thus learning through self-directed learning. CVEs are
meant to be used as a complementary method to traditional teaching, not replacing
it. Several studies exist [Kol81, DBA89] showing that individual students benefit
when they can learn in a way that matches their learning habits. By using varying
teaching tools, such as CVEs in addition to traditional methods it’s possible to
harness the full potential of students’ learning capabilities.

Difference between a “collaborative virtual environment” and a “collaborative learn-
ing environment” is often just a difference in the expected human behaviour in the
world. For example many online first-person-shooter (FPS) games are capable of
hosting up to 64 players simultaneously and allow users to interact and communi-
cate. These FPS games are not designed for learning in the sense that we consider
it, thus omitting the learning part of a CVE. Yet the games can involve as much
collaborative coordination as any other traditional learning experience. It’s feasible
however to modify these games1 from usually violent content to a something of a
more noble goal, as shown by Arango et al. in [ACEC07]. They build a virtual
laboratory in which students are to collaboratively solve tasks that are given to
them. The benefit of this approach is that the rendering engine, AI, physics engine
and development tools are readily available and of high quality – developing these
components from scratch would be painstakingly slow and difficult process.

In a virtual environment each user usually uses one avatar model to interact with
the world and other online users. It is also possible to use multiple avatars either
simultaneously or switch between them at will. The VE provides a medium in which
the users have certain restrictions and actions. All users follow the same guidelines
and have the same set of actions at their use. This defines what is possible for
users to do in the VE in question. For example, the view distance and field-of-view

1Many multiplayer games allow custom user-content to be added in to the game.
Popular framework is the Source graphics engine modifiable by Source SDK tools
[http://developer.valvesoftware.com/wiki/SDK_Docs].
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of a user is often limited so the users need to move and turn around to see their
surroundings.

All objects in the virtual world have an ability to interact with other objects. Mainly
we are interested in how the human users interact in the world but it’s not impossible
for two inanimate objects to be in interaction in the world as well. The interactions
in any VE can be described through the spatial model of interaction [BF93]. The
model defines medium, awareness, aura, focus, nimbus and adapters which define
the relationship between any two objects. These concepts are explained in Table 1
and apply to all objects in VEs.

Table 1: Spatial model of interaction, terms explained
Term Description
Medium The ether in which all communication and interaction occurs.

Objects in the VE need to be able to communicate in the same
medium for succesful interaction to happen.

Awareness Objects that exist in the VE can be observed only if there is
awareness of their existence. For example user becomes aware
of a wall when he sees or touches it. However the wall does not
become aware of the user – unless the user tries to break the
wall or interact in some other way with it.

Aura Each object in the VE has an aura. The aura enables two
objects to become aware of each other. When two auras collide
in a compatible medium the two objects can become aware of
each other. Awareness does not directly follow but a direct
focus of either object is required.

Focus The more an object observes another the more aware it is of
the target. By focusing to an object the level of awareness of
the observer becomes higher.

Nimbus When an object is being observed the observer is in the nimbus
of the target. In layman terms it could be described as sense
of being watched.

Adapters Adapter is an extension to an object which, when used, ampli-
fies or attenuates aura, focus or nimbus. The object may be,
for example, a microphone or table.

Each object has its own set of relationship values in each medium. If an object is
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not capable to communicate in some medium then it has no effect in that medium
at all. The object can still be able to communicate through other mediums. The
values are used to control how effective communication in the mediums is.

One of the key aspects of virtual environments is the sense of presence of the user in
the environment [Ste92]. User feels himself present in the virtual medium. This is
essentially different from chat rooms or telephone discussion in which a user commu-
nicates via an intermediate channel. Technically a chat room and a chat in virtual
environment might not be significantly different. However it is not only the chat it-
self but the environment along with its restrictions that provides context information
in the communication in the virtual environment. Subleties of human behaviour in
physical or virtual world are not in the scope of this thesis. We will consider virtual
environments from now on as 3-dimensional worlds in which users can move and
interact, being only limited by the restrictions of the virtual world.

Audio and video conferencing have been considered as the main alternative for
CVEs. However problems in audio and video conferences are considered greater
than those of virtual environments by Tromp et al. in [TSW03]. Use of multiple
cameras pointed to documents or other objects of interest is referred as media space
conferencing. The main difficulties in audio and video conferencing are listed in
table 2.

Table 2: Comparison of audio only and AV conferencing
Audio only Audio + video
Difficult to identify who is talking Dialogs significantly longer
Impossible to share documents Lack of detail in sharing documents

Media space conferences only remedy these problems to a certain degree, still leav-
ing the underlying problems unresolved. Tromp et al. consider [TSW03] constraints
of VEs to be clumsy object interaction, limited field of view and limited set of ges-
tures. These problems are mostly technical or VE specific rather than fundamental
problems in the medium itself. Audio and video conferences however are restrained
by the mediums themselves – it is impossible to share any textual document feasibly
through audio or video. Even sharing audio or video content can be cumbersome
due to difficulties in saving the transmission at the receiving end.
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3 Finding groups in communities

Community is a subgroup of a network which is more tightly knit together than
to the rest of the network. Community structures can be found in many social,
biological and technological networks. Nodes in such graphs represent entities in
their own domain, for instance individuals in social system, genes in gene regulatory
network or servers in the Internet. The edges represent interactions, social links,
gene modulation and traffic respectively between any two nodes in the network.
Detecting communities fast and accurately is useful in many fields [Sco88]. In social
networks it is often easy to intuitively identify what communities are, for example
a network of close friends, scientists of a particular field or work place relationships.
In biological and other complex networks similar community naming convention
is not as trivial. Finding community properties from complex networks can guide
researchers towards interesting subgroups which might remain undiscovered were
these community finding methods left unused. Although social networks can become
similarly large and complex there are often social features that limit the overall
complexity of the network. In social interaction people have tendency to form groups
[Dun98]. Intrinsically assortative mixing and clustering properties dissociate social
networks from the most other types of networks [NP03]. Assortative mixing means
that two nodes are likely to be connected if they share similar characteristics.

Community finding problem is closely related to the graph partitioning problem. In
graph partitioning a graph is divided in to a given number of partitions while mini-
mizing the edge cuts. Edge cut is an operation that removes one edge between two
vertices. Edge cuts are required in graph partition to make subgraphs completely
disjoint. Community finding aims at finding a set of highly connected subgraphs
while minimizing the connections to other communities. Difference to graph par-
titioning is that the amount of subgraphs is not given and the goal is not to find
communities of the same size. Another distinct feature is that there can be overlap-
ping communities in the network which brings extra complexity to the community
finding problem.

Since the beginning of social network analysis the main concern has been the def-
inition and the identification of subgroups of individuals within a network. As
community structures are found in other networks than just social the terms are
quite varying. Instead of community we might be discussing about cluster, cohesive
subgroup or group but we would still mean the same thing, a subset of nodes of a
network that have strong, intense and direct ties to each other. The term community
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is often used in the context other than just social networks, thus using a term such as
group more precisely connotes the domain of social network, involving interactions
between individuals. We will use this separation in this thesis where appropriate.
Terminologically we emphasize that a group does not (necessarily) include the edges
connecting the nodes. If there is a risk of being ambiguous it is advised to explicitly
clarify whether the edges are to be included in the term. Term subgraph can be used
to implicitly include any collection of nodes selected from the nodes of the whole
graph, together with a subset of the edges connecting those nodes.

We present how the concept of community [FLM04] can be eased from a fully con-
nected network – which would be a perfect community. In a fully connected net-
work (or subgraph) each node is connected to every other node in the network. The
structure is tight because the distance between any two nodes is one, assuming an
unweighted network. Requiring this property of mutuality of ties is far too strict to
be useful for finding actual communities. We can ease the requirement by allowing
two nodes to be connected via longer paths. This closeness or reachability defines
that any node of the subgroup can be reached in n steps from any other node. This
captures the notion of n−cliques where any node in a clique is reachable through at
most n intermediaries. This requirement relaxes the degree of nodes as same paths
can be used to connect nodes – each node does not need to be directly connected to
every other node. Further relaxation in the degree is set by frequency of ties which
defines that each node need not be connected to every other node in the subgraph.
A k − plex [HBBS08] is such a subgraph of n nodes where any node is connected
to at least n − k other nodes. These properties have set requirements within the
subgroup. To extend or connect such subgroups to the rest of the network we define
a relative frequency of ties which compares the links within the subgroup to links
outside the subgroup. The relative frequency of ties means that there are more
links from a node within a subgroup S to the other nodes in S than to nodes that
are not within S. Such set of nodes is called an LS set which can be extended to
the definition of a lambdaset if edge connectivity between any pair of nodes in S is
larger than edge connectivity between any node within S and a node outside S. The
idea captured in this definition is that cohesive groups are hard to make disjoint by
removal of edges.

Social analysts were the first to formalize the idea of communities and how to math-
ematically measure properties that define a community. In essence we want to find
a partition P = {C1, . . . , Ck}, (∀i, Ci ⊆ V ) in a graph G = (V, E) where C are the
k groups, V are the nodes and E the edges. If the proportion of edges inside the
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Ci is high compared to the proportion between them then the partition represents
a good community structure (Figure 1).

Figure 1: Three highly connected groups in a network. Connections between groups
are sparse but internally there are many connections.

Social networks are not always based on the direct relationships between two indi-
viduals. Instead they are built upon indirect relationships such as through bureau-
cracies, markets, or impersonal information technology. In indirect relationships the
participants may not recognize the connections as a social relations. A direct social
link between two individuals would be direct communication from one person to an-
other where each party is aware of the social interaction. An authority can also set
more weight to social relationships that are considered more important than others.

4 Methods for finding groups

There exist several approaches for finding communities in graph structures. Re-
member that community finding is related to a graph partitioning problem. Graph
partitioning is known to be an NP-complete problem [Wik09] and so approximation
algorithms are necessary. Divisive algorithms detect links between communities and
remove them from the network, agglomerative algorithms merge similar nodes or
communities recursively and optimization methods try to maximize an objective
function. Divisive and agglomerative algorithms can be categorized as hierarchical
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methods. Agglomerative algorithms focus on the addition of edges and divisive on
removal of edges from the network. Agglomerative methods start from an initial
network which has no edges. By calculating similarities between vertices new edges
are added in the network between two vertices. The vertex pair with the highest
similarity is connected with an edge – method for finding the two most similar ver-
tices depends on the problem domain. Continuing the addition of new edges between
vertices the network is built bottom-up. Final step in the process connects the last
two disjoint components by connecting two vertices in the remaining components,
resulting in a single connected component. The intermediate steps, graph partitions,
represent the communities that were found in the process. Divisive methods work in
the different direction, top-down. Division begins from a full network with all edges
in the graph. Then the two least similar connected pairs of vertices are located and
the edge between them is removed. As the removal of edges continues parts of the
network become disjoint. Finally all the edges are removed and the network of n

nodes consists of n communities. The intermediate partitions represent the different
community divisions. Hierarchical methods have been found to be very good in
terms of computation speed and resulting communities [BGLL08]. This recursive
community building method produces a hierarchical tree, a dendrogram. Because
of the bottom up building process it is possible to analyze the network communities
at different levels by cutting the dendrogram tree horizontally at different heights.
Yet, there is no guarantee that an optimal partition is found.

Hierarchical algorithms always produce some division of the network into commu-
nities. The resulting division may or may not be good so we need to be able to
measure the goodness of a given partition. In community finding it’s not required
to do cuts as in graph partitioning problem and the goal is different so the same
measure of goodness is not applicable. Often used measure of quality is so called
modularity [NG03] of the partition. The idea behind this measure is to give a nu-
merical value to the community properties discussed in Chapter 3. Consider a k×k

symmetric matrix e whose element eij is the fraction of all edges in the network
that link vertices in community i to vertices in community j. Fraction of edges
in the network that connect vertices in the same community is given by the trace
Tre =

∑
i eii. A partition that has a good community structure should have a high

value of this trace. However the trace is not a good measure because it would be
possible to assign all nodes in the same community which would give the maximimal
value of Tre = 1 but would not give any information about the communities. We
define the row sums ai =

∑
j eij, which represent the fraction of edges that connect
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to vertices in community i. In a random network, without community structure we
would have eij = aiaj. Modularity Q(P) of a partition P is

Q(P) =
∑

i

(eii − a2
i ) = Tre− ‖e2‖

=
∑
C∈P

eC − a2
C , (1)

where ‖x‖ indicates the sum of the elements of the matrix x, eC is the fraction of
edges inside community C and aC the fraction of edges bound to community C.
The best partition P = {C1, . . . , Cn} is the one that maximizes Q. This equation
captures the idea that in a good community structure the proportion of internal
edges in communities is high compared to the edges between them. We can rewrite
Eq. 1 with edge weights as

Q(P) =
1

2m

∑
i,j

[
Aij − kikj

2m

]
δ(ci, cj),

where Aij represents the weight of the edge between i and j, ki =
∑

j Aij is the sum
of the weight of the edges attached to vertex i, ci is the community to which vertex
i is assigned, the δ-function δ(u, v) is 1 if u = v and 0 otherwise and m = 1

2

∑
ij Aij.

An interesting result found by Fortunato and Barthelemy [FM07] is that modularity
optimization method does not recognize small communities – this is the so-called
resolution limit. We don’t present the details of the proof but mention it here
because of the unexpected result. The resolution limit yields from the fact that
finer details (small communities) can be hidden in an overlapping large community.
The properties of a community are dictated by the size of the whole network rather
than local properties of community modules. This means that the definition of
a community is not consistent with its optimization. Although mathematically
the structure is optimal it is possible that actual communities are hidden beneath.
Fortunato and Barthelemy suggest that other test methods are used to confirm that
no actual communities are left hidden. The Walktrap algorithm that we evaluate
does not have this problem as it builds communities bottom up, first combining
single nodes to small communities and continuing until there is a single community
left. One might now think that why use a heuristic algorithm rather than choosing
the partition that maximizes Q. As already mentioned the problem is known to be
NP-complete, and thus known to be very difficult to solve. Number of ways to divide
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n vertices into g non-empty groups is given by the Stirling number of the second
kind S

(g)
n so the number of distinct partitions is

∑2
g=1 S

(g)
n . Exhaustive search over

this space would take at least exponential amount of time and is thus impractical
for networks larger than 20 or 30 vertices [New04].

Apart from traditional approaches in graph partitioning as described earlier we try
to find groups from data using topic modelling (LDA). This approach is based on
the the similar chat behaviour of the users. We explain the process in Chapter 4.2.

4.1 Walktrap - modularity optimization

Walktrap [PL05] is a heuristic algorithm that can be used to find communities in
an undirected weighted graph. Walktrap uses random walks of fixed length t to find
densely connected areas in the graph where the random walks tend to get “trapped”.
Each random walk starts from a randomly chosen node i and ends in some reachable
node j. Probability of going from node i through t steps and stopping in node j

is denoted by P t
ij. In each node the random walk chooses the edge to travel by

probability Pij =
Aij

d(i)
where Aij is the adjacency matrix and d(i) =

∑
j Aij is the

degree of node i. The adjacency matrix A can be weighted which is an advantage
of this method.

There are two properties in random walks that we are interested in:

Property 1. When the length t of a random walk starting at vertex i tends towards
infinity, the probability of being on a vertex j only depends on the degree of vertex j
and not on the starting vertex i:

∀i : lim
t→∞

P t
ij =

d(j)∑
k d(k)

.

Property 2. The probabilities of going from i to j and from j to i through a random
walk of a fixed length t have a ratio that only depends on the degrees d(i) and d(j):

∀i, j : d(i)P t
ij = d(j)P t

ji.

These properties are common for all random walks. Each random walk can be
thought to reveal a little bit of information about the network structure. Property
1 tells us not to set the path length t too long as then the probabilities would only
depend on the degree of the vertices. Property 2 defines that P t

ij and P t
ji encode
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the same information – each random walk from i to j or j to i reveals the same
information. For nodes that lie in the same community the probability P t

ij will be
high – however high P t

ij does not imply that the nodes are in the same community.

The algorithm proceeds iteratively merging two nodes or communities in each step.
Merging is done by merging the two closest communities defined by a distance
measure r in Definition 1.

Definition 1. Let i and j be two vertices in the graph. The distance rij between i

and j is given by

rij(t) =

√√√√∑

k

= 1n
(P t

ik − P t
jk)

2

d(k)
= ||D− 1

2 P t
i• −D− 1

2 P t
j•||,

where ‖.‖ is the Euclidean norm of Rn.

For clarity we will denote rij(t) as rij to simplify the notations. The distance r is
a distance between two nodes, we now generalize this to a distance between two
communities.

We can randomly and uniformly choose a vertex from a community C to define the
distance between a community C and a vertex j as

P t
Cj =

1

|C|
∑
i∈C

P t
ij.

This defines a probability vector P t
C• that allows us to generalize our distance be-

tween communities as described in Definition 2.

Definition 2. Let C1, C2 ∈ V be two communities. We define the distance rC1C2

between these two communities by

rC1C2 = ‖D− 1
2 P t

C1• −D− 1
2 P t

C2•‖ =

√√√√
n∑

k=1

(P t
C1k − P t

C2k)
2

d(k)
.

We can now define the distance between a vertex i and community C as riC = r{i}C .
These definitions allow us to find and merge the communities iteratively until a
single component is left. The algorithm is hierarchical so that the final iteration
produces one connected component. From the intermediate steps it is possible to
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select the partition that maximizes connections inside communities and minimizes
the link weights between communities.

The evaluation of Walktrap algorithm is presented in Chapter 6.2.

4.2 LDA - topic modelling

Topic modelling is a concept in which a corpus D = {wi,w2, . . . ,wM} is given which
consists of M documents w = (w1, w2, . . . , wN) where each document is a sequence of
N words, wn is the nth word in the sequence and the task is to identify underlying k

topics in each document. A word is not restricted by language constructs (i.e. space
separates words) but may be any basic unit of discrete data. A topic modelling
algorithm is given the corpus from where it then learns the model. The model can
be used for common tasks such as classification, novelty detection, summarization,
and similarity and relevance judgments.

Commonly the documents are human readable text articles from magazines, newspa-
pers, scientific publications or other large text collections. There exist vast archives
of texts that would be practically impossible for humans to read through and classify.
An automated process is required to handle such collections of data. On a single
document level the contents should be coherently about one or few topics but may
vary between different documents. Human written text articles naturally conform
to this structure – for example movie reviews, news articles of different topics and
scientific publications. Although articles are often concentrated on a single topic
it is very likely that portions of the articles include chapters that woud be better
classified under different topics. For this reason a single document may be classified
under multiple topics even by a human supervisor. An algorithm that strives to clas-
sify documents in text corpora can assign each document a set of topic probabilities.
Topic modelling methods can be used in other data sets as well, from bioinformatics
to collaborative filtering to content-based image retrieval. In this thesis we attempt
to use topic modelling in the context of chat text corpus in order to find distinct
user groups in the data.

Intuitively the concept of a topic model is easy to understand if we consider how
humans naturally would label a set of words. From a topic model learned by a
modelling algorithm it is possible to draw the most representing words for each
of the topics. If the representative words for a topic include terms such as ball,
goal and player then one label that could be assigned to that single topic would
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be sports. We could expect other words like win, lose or tie be among the most
representative words in the model. If such is the case then the model can quite well
extract sports articles from a corpus even though there is no understanding of the
language involved in the extraction.

Topic modelling in the context of chat corpus is intrinsically different from traditional
text corpora such as news article collections or scientific journals. Chat messages can
include variety of spelling mistakes, ascii graphics to express emotions, dynamically
changing amount of chatters and possibly multiple interleaving on-going discussions.
These characteristics make chat topic modelling a challenging task. In [TT04] topic
modelling is done specifically on the terms of social interactions between chatters
and the resulting social network.

In Chapter 6.1 we evaluate an approach that is not generally used for community
finding but could be exploited to reveal information if community structure exists.
The idea is to use topic modelling to create a model of the complete chat data
available. The model should be good enough to distinctly recognize discussions of
certain topics. We don’t expect single utterances to be trustfully classified to a
certain topic but it should be possible to quite reliably assign each conversation to
some topic. We assume that groups that work on a problem – even if the same
problem is shared with other groups – develop a vocabularity that is distinct from
the other groups. It might be abbreviations or misspellings that give out information
about the group or any other feature that all group members adapt to. We assume
that working in a group exposes all members to similar vocabularity that other
group members then involuntarily or not conform to. Because the groups involve
several members it is likely that one or few have a vocabularity that is distinctively
their own. If this adaptation of similar vocabularity happens [MSLC01] then each
group could be identified by identifying the vocabularity and thus the topics that are
unique. Inspecting users’ utterances would then reveal which topics they discuss and
thus in which group they are most adapted to. In [NRT04] text analysis was used
to detect similar vocabularity between different user aliases on an internet message
board and quite succesfully recognize which aliases actually belonged to the same
person. The risk is that the vocabularities are not distinct enough and the topics
that are found are common for each group.

If we have n distinct groups we assume to find at least n distinct topics. The
n topics would distinctively identify each of the groups as they would share the
similar vocabularity. Even if we were to search for more topics, say n + 10, it would



17

be feasible that n of those topics are identifiable to certain groups. The idea of topic
modelling is that we can assign the same discussion to multiple topics with a certain
degree of belief - for example to a group topic and to a topic of a generic discussion
(e.g. project, schedule). If we were to analyze chat data with an online algorithm it
might be possible to dynamically build belief over which topic and in which group
the person is discussing. By recognizing some popular words in topics (e.g. schedule,
project) we may identify a generic topic and later on when a vocabularity that is
more group specific is spoken we are more certain about in which group the person
is most likely attending to.

Latent Dirichlet Allocation (LDA) [BNJ03] is a topic modelling schema that has
recently gained much interest. In information retrieval it is important to be able
to store vast collections of text data in compact but yet informative form. For
this purpose tf-idf scheme [SB88] is a popular and good choice – a collection of
documents can be reduced to a term-by-document matrix which can be presented
in fixed-length lists of numbers. Although tf-idf can identify discriminative words
for documents in collections it does not reveal much else about broader concepts.
To put single terms in to a context, a latent semantic indexing (LSI) was proposed
in [DDF+90]. Evaluating LSI’s capability with a generative probabilistic model
[WdVdJ07] of text corpora reveals how well LSI is able to recover aspects of the
generative model from data. A direct way of fitting the generative model in the
data was introduced in [Hof99], a probabilistic LSI (pLSI) which models each word
in a document as a sample from a mixture model, where the mixture components
are multinomial random variables that can be viewed as representations of topics.
Both LSI and pLSI assume a bag-of-words model which defines that any word in a
document can be exchanged. The order of words is not important and so any two
words can be exchanged – a principle that is known as exchangeability in probability
theory. Both models also assume exchangeability of documents which means that
the order of the documents can be neglected. These observations lead to the LDA
model that captures the exchangeability of both words and documents.

The LDA model was further extended to correlated topic model (CTM) ([BL07])
which measures the similarity between topics. The main idea in CTM is to take
latent topics in the same document into consideration. For example an article about
genetics may very well be about health and disease but very unlikely to involve X-
ray astronomy. Measuring the correlation of topics in articles gives out information
about topic groups. Presence of one topic is likely to correlate with another topic.
Some topics may be repelling while others attracting. LDA assumes independence
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between each topic which is an unrealistic assumption. While CTM yields better
results we use LDA in our experiments because of the simplicity and good results
obtained by Blei et al.

Figure 2: Plate model describing how the LDA model works. Outer plate represents
documents, inner plate topics and words within a document.

LDA is a generative probabilistic model of a corpus. Documents are represented as
random mixtures over latent topics where each topic is modelled by a distribution
over words. Graphical representation of the model is shown in Figure 2 where
relations between documents, topics and words are shown at different levels. The
parameters α and β are corpus-level parameters sampled once in the process of
generating a corpus. The variable α is the parameter for the Dirichlet prior for
document topic distributions and β is the parameter for topic word distributions.
Variables θd are document-level variables for each document d, sampled once per
document. Variables zdn and wdn are word-level variables and are sampled once for
each word in each document, where zdn is the topic for nth word in dth document
and wdn is the actual word.

The generative process follows the following steps. First a distribution for document
lengths is chosen by N ∼ Poisson(ξ) where the Poisson assumption is not critical.
Other, more realistic document length distributions can be used. Then we choose a
k-dimensional Dirichlet random variable θ ∼ Dir(α), where k is the dimensionality
of the Dirichlet distribution and the topic variable z. For each of the N words wn

we choose a topic zn ∼ Multinomial(θ) and choose a word wn from p(wn|zn, β)
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(a multinomial probability conditioned on the topic zn). Word probabilities are
parameterized by a k×V matrix β where βij = p(wj = 1|zi = 1), where wj denotes
a V -vector such that wv = 1 and wu = 0 for u 6= v and zi is the ith topic of the
topic vector z.

Given the parameters α and β, the joint distribution of a topic mixture θ, a set of
N topics z, and a set of N words w is given by

p(θ, z,w|α, β = p(θ|α)
N∏

n=1

p(zn|θ)p(wn|zn, β),

where p(zn|θ) is θi for the unique i such that zi
n = 1. Then to obtain the marginal

distribution of a document we integrate over θ and sum over z:

p(w|α, β) =

∫
p(θ|α)

(
N∏

n=1

∑
zn

p(zn|θ)p(wn|zn, β)

)
dθ.

Probability of a corpus is obtained by taking the product of the marginal probabil-
ities of single documents:

p(D|α, β) =
M∏

d=1

∫
p(θd|α)

(
Nd∏
n=1

∑
zdn

p(zdn|θd)p(wdn|zdn, β)

)
dθd.

We wish to find parameters α and β that maximize the log likelihood of the data
in document corpus D = {w1,w2, . . . ,wM}. Using variational EM it is tractable
to estimate the maximum likelihood `(α, β) =

∑M
d=1 log p(wd|α, β). We are not

interested in inference so LDA model estimation will suffice for our needs. We use
complete chat corpus to build the LDA model.

The evaluation of LDA topic modelling is presented in Chapter 6.1.

5 Empirical setup

We evaluate the community finding algorithms in a real world social network2 that
sprung into existence in a virtual environment called Second Life. Second Life is a
virtual environment that is open for everyone through a free registration and the

2The Global Virtual Education (GloVEd) project, http://simlab.tkk.fi/GloVEd. We wish to
thank the SimLab team for providing the data.
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client-side application. Once the user has logged in he is then free to roam the
virtual world. The user can travel long distances by jumping high in the air and
then fly to his destination or walk short distances for example inside buildings. In
our research the users interact in group rooms and only move by walking. Because
the space is confined and clearly limited by walls it is feasible to employ spatial
features in our methods. The users enter the conference place by walking in to a
portal and exit the same way. While inside the conference hall all users only enter
their own group’s room or the public lobby. Overview of the conference hall and the
residing group rooms is shown in Figure 3. Each room was decorated by the group
members themselves which might guide how group members move in their rooms.
Each room had mandatory team wall for sharing content with others and a launch
screen for launching utilities.

Figure 3: Aerial view of the group rooms in Second life. Group 7’s room is at the
far left and other rooms are ordered in numerical order.

The virtual world provides users a set of common tools that are used in most other
virtual environments as well. Users can chat with each other by using text messages.
Length of the messages is not limited but usually they are kept short, 10 – 200
characters long. Text messages appear next to a character who speaks it. Persons
who attend the discussion need to be in viewing distance to be able to see the chat
messages from others. It was also possible for users to use voice communication but
due to technical problems the use was very minimal.

In our CVE setting the groups are known a priori and thus we have a good test
network for evaluating community finding algorithms. A data set of chat messages
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linked to spatial locations were collected from a three month period. In the Second
Life virtual environment six groups regularly held meetings. Each group had their
own room which they used to hold the meetings. Group members could freely join
the meetings by walking in to the room and leave at any time as well. Meeting times
were usually held at certain hour or occasionally agreed upon via e-mail prior the
meeting. Each group consists of 6 to 10 users. Groups did not communicate with
members in the other groups. Group size was kept small as is strongly suggested by
Bernard et al. [BRSP00].

We will describe the collected dataset through common text analysis methods and
ways the data was stored in the database. The data includes textual representation
of users’ chat messages and spatial information linked to each event. Description of
the chat database is presented in Table 3.

Table 3: Chat database description.
Field Type Description
userid int Unique id number for each member
groupid int Member’s group identificator
loc point Coordinates of event
chat message text Utterance
time datetime Event time in 5 second accuracy

Initially the data was not recorded in this format but as separate data sets of different
field types. Combining the sets in to a single database with optimized field types
we could significantly speed up the data mining.

Few key numbers from the data are presented in Table 4. It is interesting that
about 16 % of the chat messages are not unique. This can be explained by the vast
amount of short agreement, greeting and leaving messages such as “ok”, “hello” and
“bye”. Many of the 5703 unique words are nonsensical (pdg), typos (abour ∼ about)
or result of the filtering (don ∼ don’t).

Most of the vocabulary is in English but also native languages of the participants
are present. In addition there are lots of internet or computer science jargon (lol, k,
msg, e-mail / web addresses). Due to strict filtering rules all smileys (eg. :-)) were
removed.

There were six active groups and one administrative group which did not commu-
nicate after the initial testing period. In Figure 4 the chat activity is presented as
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Table 4: Key figures describing the collected data.
Chat data

13529 chat messages 11366 unique chat messages
93417 words 5703 unique words
6 groups plus one inactive administrative group
57 users 53 active over the observation period

Coordinate data
606626 spatial coordinates of user movements

amount of chat messages and chat words. While this is not a good measure of the
true activity and effort towards achieving the group goals, it reveals a bit about
group dynamics. Preece [Pre01] has suggested several other measures for activ-
ity measurement. Measuring the number of on-topic messages, reciprocity or even
quality of contribution might be more informative measurements. These measures
require either manual classification or sophisticated semantic text analysis methods
and so are not in the scope of this thesis. Preece notes that as educational commu-
nities may be strongly goal-directed it would be more reasonable to use measures
of information exchange and collaborative working than measures of social chitchat.
Subjective overview over the chat logs reveals that vast amount of the chat is in-
deed chitchat or meta-discussion about the available tools. In practice many of the
participants fall back to the familiar e-mail as a communication channel – which of
course forces the other group members to use e-mail too. Even though they were
present in the virtual world they chose to use e-mail as the channel to share impor-
tant files or thoughts. Many participants clearly expressed their frustration in the
virtual environment which might have further directed the actual collaboration in
the e-mails and other communication channels. Thus the chat data might not be a
good sample of a collaboration in a virtual world – however we need to remember
that social interaction, even that unrelated to actual work is an important part of a
succesful collaboration [Cai05].

In each group there are a few users who have been more active than the group’s
average. As chatting always requires two or more parties it is expected that as two
active chatters enter the room at the same time they will work as catalysts to each
other. This in turn can provoke other, otherwise silent memembers to participate
in the discussion. We can compare groups 5 and 6 which have the same amount of
members but clearly group 5 is more active. It would be interesting to evaluate the
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actual achievements of the groups and see whether the chat activity correlates with
the results. Whether the chat activity is just socializing or resourceful discussion is
not taken in to account here.

Chat data was pre-processed by following steps. First all lines were translated to
lower-case. Then non-alphabets were removed (allowed characters being {a-z, })
and all lines trimmed from repeating white space. Blank lines were ignored – due
to filtering chat messages such as “...” or “:-)” become blank. This is done to ease
the task of text analysis. Although subleties of chatting may be lost in filtering the
majority of chat data consists of alphabets only.

In our analysis it is not necessary to consider the small subleties that are lost in the
filtering process. To further delineate the filtering process let’s examine one of the
chat messages: ok Melissa.....take care,,,. The filter removes the extra punctuation.
After the filtering the message is briefly ok melissa take care. One may ponder that
the filtering alters the contents too much, for example words with an apostrophe
(don’t, can’t, i’m, i’ll) are broken. We consider this a reasonable loss of accuracy.

Spatially the data is interesting as well. As there are six groups and the rooms are
next to each other it is likely that occasionally members of two different groups in
different rooms stand close to each others only separated by a wall. Members of dif-
ferent groups may be talking at the same time but they would not be communicating
with each others but with other members in their groups. This is a good test setup
because group members are usually close to eachothers and most of the time they
aren’t near members of the other groups. Still there are occasions when members
of the other groups may be closer to the speaker than his own group members. If
the groups were completely spatially isolated from other groups then this kind of
situations wouldn’t happen. Now if we only look at the spatial data it is not always
trivially clear to whom a speaker is actually speaking to. Consider a virtual world
in which the team members were free to go anywhere they like and keep meetings
at any place at any time. There would be many situations in which it is not clear
from the spatial data if users near the speaker just happen to be there or if the
speaker is actually speaking to them. It would be spatially insignificant where the
communication happens as group members would still be close to each other. Yet
random wanderes may occasionally seem as if they were within the group. This is
something that our spatial approach manages well. The data set that we have also
includes many such events.



24

  0 msgs

  200 msgs

  400 msgs

  600 msgs

  800 msgs

  1000 msgs

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7

C
ha

t a
ct

iv
ity

 p
er

 m
em

be
r 

pe
r 

gr
ou

p

Groups

(a) Chat messages

  0 words

  1000 words

  2000 words

  3000 words

  4000 words

  5000 words

  6000 words

Group 1 Group 2 Group 3 Group 4 Group 5 Group 6 Group 7

C
ha

t w
or

ds
 a

ct
iv

ity
 p

er
 m

em
be

r 
pe

r 
gr

ou
p

Groups

(b) Chat words

Figure 4: Chat activity of each group and group members. Each bar corresponds to
one user and each member belongs to one cluster. In figure 4(a) activity is measured
in amount of chat messages. When activity is measured in amount of words (figure
4(b)) groups 6 and 7 seem more active.
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6 Results

Visualizing the data is a useful way to approach many problems. Here we can use
spatial information to plot heatmaps3 on the blueprint of the conference hall struc-
ture. We build the heatmaps with a discrete kernel density estimation [Lev09] –
that is, we sum over a set of discrete kernels instead of quantize over continuous ker-
nels. This approximation is good enough for our purposes because a) we are mainly
interested in the graphical representation and b) there is no “hidden information”
lost even if our estimation is not completely accurate. We use a symmetrical normal
distribution kernel with a bandwidth of about 1000 VE units. We initialize a matrix
of M = 200×200 in which we sum the kernels. The virtual world coordinates can be
translated to matrix entries i and j in the matrix. For translation we need to know
our observation window which is the area in the virtual world that we are interested
in – in this case the rectangular conference hall. When we know the width and
height of the virtual observation window we can compute where each of the virtual
world coordinates is mapped in the matrix M .

It is possible to represent the matrix as 200×200 pixel picture, each cell representing
one pixel. We then normalize the values on range 0 – 255 and use a pseudo coloring
algorithm to map the values to RGBA color space. The pseudo color map, i.e.
heatmap can be then superimposed over the blueprint of the conference hall. Alpha
channel is transparent on the non-heated areas and fully opaque on the maximum
heat areas.

For normalization simple linear normalization constant (i.e. max Mij) is not a good
choice. If this choice is done then only a few intense spots are usually found. Reason
for this is long discussions among several users in the same place or people who forget
to logout and sit idle in the same place for long periods of time. These events then
outweight most of the other heat clusters. Instead we’ve normalized the matrix

entries to be M ′
ij =

5
√

Mij

5
√

max Mij
. By taking the 5th root of a cell value and matrix

maximum we essentially lower the peaks and raise the small bumps in the heatmap.
This allows smaller clusters to be found while preserving the relationships between
low and high locations. Choice of the 5th root of the matrix maximum was based
on trial and error and on the visual pleasance. In Figure 5 the resulting heatmap is
superimposed over the conference hall blueprint.

3We call these graphs heatmaps. These figures often appear in the context of kernel density
estimation without the term heatmap being mentioned.
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Figure 5: Heatmap of chat activity plotted on top of the blueprint of the conference
hall. Room walls and some important objects of interest are shown. Curved screens
are teamwalls and black rectangles launch screens.

In Figure 6 the filtering process from the complete spatial data to study group chat
locations is shown. In 6(c) the study groups can be visually identified as there are
clear cluster centers in each room. The heatmap is however normalized over the
maximum of all rooms so minor details in the group members’ internal positions are
slightly blurred. Applying the same heatmap generation on each group specifically
brings forth details from each study room. Figure 7 shows heatmaps for each study
group. Group 1 is the administrative group which wasn’t much active so there is
no heatmap for that group. In other groups there are more interesting formations.
The rooms weren’t identical either in size or location of the furniture.

6.1 Experiences with LDA

Our attempt is to find distinct user groups by identifying topics distinct to each
user group. We assume that each of the groups develops a vocabularity that can be
uniquely identified.

Let us go through the important pre-processing phase. The main discovery in this
chapter is actually the importance of the pre-processing of the chat data rather
than the evaluation of the chosen topic modelling algorithm (LDA). We present
different approaches used to filter the data and how they affect the topics found by
LDA. The chat data was first pre-processed and then LDA was applied to compute
the topic model. Eventually the model could have been used to identify the group
of new participants who join any one of the study groups and begin to discuss
with the other members of the group through inference – however such a task was
left for future work. We iteratively tested multiple pre-processing methods and
parameters on LDA to find a good topic model. During the iterations it became
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(a) All movement data plotted
(incl. outside users)

(b) Study group movements (c) Study group chat locations

Figure 6: Coordinate data filtering process presented as heatmaps. In figure 6(a)
movement is observed all around the observation window. In 6(b) the movement is
much more concentrated in the conference rooms as only the study groups’ move-
ments are plotted, although roaming outside the conference centrum is still visible.
When we plot the chat activity in 6(c) it is clear that most communication happened
inside the conference rooms – six clusters and few outlier clusters near the entrance
/ exit portal can be easily seen.

clear that the pre-processing phase quite much dictates what kind of model LDA
can find. This seemingly obvious issue is often largely disregarded (e.g. [TT04,
BNJ03, BL07]) as a minor detail. In our findings, as in many other publications the
pre-processing is clearly based on trial-and-error method. Common pre-processing
filtering involves removing stop words (e.g. a, the, with) which are mostly language
structures without any real meaning, removing rare words or removing the most
frequent words. Depending on the problem domain more filtering can be done to
either preserve, remove or alter the data that inherently would or wouldn’t occur.
This pre-processing is of the utmost importance for finding a good starting set
for the actual topic modelling algorithm. In our empirical test we take the pre-
processing to the point where it probably becomes more important than the chosen
topic modelling algorithm itself.

Thus instead of our expected evaluation of the topic modelling algorithm and the
goodness of the model we could as well evaluate the goodness of the ambiguous
pre-processing phase. To understand the iterative (and subjective) evaluation of
the effects of the pre-processing on the topics given by LDA see Algorithm 1. The
algorithm describes the steps we’ve taken to ultimately achieve our resulting topic
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(a) Group 2 (b) Group 3 (c) Group 4

(d) Group 5 (e) Group 6 (f) Group 7

Figure 7: Chatting locations within the group rooms. Figures 7(a) to 7(f) show each
group’s internal distribution of chat locations.
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model. On line 2 we define the filters – single filter can include many non-trivial
phases though. A filter could for instance remove stop words, rarewords, frequent
words, find the stemming for all words and translate them to their base form, correct
typos based on the word context and so on – tasks that may not be trivial. Now we
casually pass the step as if it was a simple task. On lines 3 − 17 is the main loop
where we actually evaluate the topic model with given filters. It would be plausible
to add more filters in the set inside the loop but we will omit that. For example the
evaluation of the topic model might reveal some information that could be used as
a guide to modify an existing filter. Lines 7− 13 transform our corpus in to a form
that we require it to be for the actual LDA implementation. Computation of the
topic model is done on line 14 where we settle on finding six different topics. We
noticed that using larger amount of topics mostly scatters the most representative
words to multiple topics. On line 15 we subjectively evaluate the results – something
that could be done properly with perplexity measure [BDPd+90]. The perplexity of
a language model is the inverse of the geometric average of the probabilities of the
per-word predictions in the test data. For a test set of M documents, the perplexity
is:

perplexity(Dtest) = exp

{
−

∑M
d=1 log p(wd)∑M

d=1 Nd

}
.

We do not see it necessary to deeply delve in the comparison of different models due
to the nature of our exploring quest on the topic. On line 17 we either accept the
model or continue until all filtering methods have been exhausted.

At first we start with the whole corpus with practically no filtering other than
transforming the chat data to alphabetic words. We choose to preserve the names of
the users (each user had a two-part name) in front of each chat message. Preserving
the names is important because we would like to have these names to appear in the
topics that LDA finds. Result is as expected with no clear topics found and stop
words occupy the top positions in each topic. Following this observation it makes
sense to remove the common stop words – but which ones and how many of them?
We evaluate a few choices: removal of the 20 most popular words, the 100 most
popular words and finally setting on a list of 319 stop words found with a “stop
words” query on an internet search engine. Although stop words for different texts
may vary we consider the list of 319 most popular English words a good choice. The
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Algorithm 1 Evaluating the effect of pre-processing to the topic model discovered
by LDA.
1: i = 0

2: Define a set of filters F = {f1, . . . , fn}
3: repeat
4: D′ ← Apply filter fi to corpus D
5: G ← ∅
6: Create vocabularity A from the corpus D′ //Map ’word’ to term index
7: for all documents in D as document do
8: for all words in document as word do
9: c ← Count word occurrences in document

10: Replace word with string A[word]:c in document

11: end for
12: Append document at the end of corpus G
13: end for
14: T ← Compute topic model on corpus G
15: g ← Evaluate the goodness of T

16: i = i + 1

17: until g is satisfactory or i = |F |

most frequent terms in the chat corpus before filtering are shown in Figure 8(a)4.
Once the stop words have been removed from the corpus the most frequent terms
are mostly those found in the usernames of the members as shown in Figure 8(b).

After the removal of the stop words we are left with a slightly reduced set of data
but lots of words still appear in the corpus only once. We remove these junk words
as they are non-informative after their appearance. There are 2891 such words.
The text corpus is still rather large and inspection on the data reveals that many
of the short messages are quite uninformative. Following this thought we try many
alternative ways to construct document structures from the utterances in the data
that don’t prove to be succesful. We constructed documents based on the closeness
of timestamps in chat utterances (to find discussions), based on the date or time
period at which the utterance took place and even tried per user models. None of
these yield the results we were hoping for – however we reveal the importance of the
pre-processing in a crude way. We are no longer mining the actual data but pre-

4Usernames have been replaced by an anonymous User-(group) tag to protect the identities of
the students – all usernames were two-part names so the same user can appear twice in the lists.
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(a) Most frequent words in original corpus
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(b) Top words after stop word removal
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(c) Top words in sentences longer or equal than nine words

Figure 8: Frequency of the top words in different phases of filtering. In 8(a) the whole
corpus is processed and all chat mass is available. When stop words (very frequent
in most text corpora) are removed the frequency of the top words is significantly
lower as seen in 8(b). Filtering utterances of nine words or more produces quite
even distribution in word frequencies even among the top words (8(c)).
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processing it in to a form that would produce the results that we are expecting. In
no way is this an uncommon approach in science but here the actual pre-processing
becomes the essence – the pre-processing is not just a trivial phase that we would
be casually mentioning here. We could try to bootstrap important utterances or
play with weights on important words, utterances or whole discussions – approaches
that might yield results we expect but at the same time would be very specific to
our problem domain. This would be the wrong approach. Instead here should be
an inclusive study on how to pre-process chat data and how it affects the various
algorithms in the domain of text or chat mining. As to demonstrate the twisted
approach we filter the data by only looking at the utterances that have seven or
more words. Each utterance begins with two terms that are the username of the
participant so to be exact we are observing chat lines of nine terms or more. See
Figure 8(c) for how top word histogram changes. At this point the data has been
reduced from the original 13529 chat utterances to a mere 1173 – from a statistical
point of view this could be perfectly normal because most of the discussion is likely
to be uninformative and the small sample might very well capture the very essence
of what we are looking for. Yet we underline the fact that we are looking at about
9 % of the original chat data so we cannot ignore the fact that much information is
probably lost in the seemingly unimportant utterances. The topics that we find in
the nine percentage of the data are shown in Table 5.

We’ve already categorized utterances of nine or more words as meaningful in the
process of filtering. Thus users who appear in the representative words in the six
topics LDA was set to find are likely to utter meaningful sentences. Although the
user group recognition did not succeed we confirm that some meaningful topics could
be found in the chat data. In Table 6 we have labeled the topics based on unique
words that appear in the top-30 representative words in each topic. There is no
coherent distribution in the user names among the topics – members of all groups
appear in each topic.

Although the approach wasn’t succesful it reveals information about how to ap-
proach chat data mining and topic models. Reason why the method wasn’t succes-
ful can be attributed to the similar vocabularity between the groups. The topics
that are found are generic over all groups instead of group specific. Even if some
vocabularity in the groups is distinctively their own it is still a minor part in the
surrounding discussion. In case the vocabularities were completely separate – as is
between different languages – we could expect to identify topics of each language.
User names would then appear together often in the topics of their own language
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Figure 9: Link threshold distance limits the range over which chat messages can
be “heard”. Here node A can shout over to nodes B and C which are withing the
threshold distance r. Node D is not in the range of A and thus communication
between these nodes is impossible. Node C would be able to shout over to A and
D and thus strenghten the community bondage with them.

which could be used to classify same language users in the same group.

In future research a better set of pre-processing steps should be evaluated. It would
be also interesting to combine topic models and social networks based on spatial
information for chat data mining.

6.2 Experiences with Walktrap

On this approach to find groups we employ information about where and when group
members utter something (see Tables 3, 4). Notable difference to our previous at-
tempt is that we don’t consider chat contents, only individual chat utterance events.
We approach the problem by using an intuitive idea. People who communicate with
each other need to be a) in the same place, b) at the same time. We construct a
query to return links from speaker to listeners. Each such utterance adds link weight
between each speaker-listener pair. To meet our intuitive idea the query needs to
limit the distance over which utterances can be heard and require that the listeners
are within that threshold distance at the time of the utterance (see Figure 9).

Due to the recording conditions the utterances and spatial coordinates weren’t
recorded in the same database with the same timestamps. The spatial coordinates
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Table 5: The 30 most representative words for each topic as discovered by LDA.

Topic 1
u
User12-(2)
User37-(4)
schedule
User52-(4)
User9-(3)
User25-(3)
User25-(3)
User9-(3)
did
User32-(4)
think
User32-(4)
time
User15-(2)
User15-(2)
know
guys
model
ok
User39-(6)
User39-(6)
User40-(6)
columbia
User22-(5)
activities
need
User28-(7)
work
team

Topic 2
project
t
don
User25-(3)
User39-(6)
User39-(6)
User25-(3)
User13-(7)
User13-(7)
think
know
team
really
mean
need
make
guys
work
time
User17-(7)
User17-(7)
working
simvision
manager
file
sure
able
bridge
right
lot

Topic 3
week
just
User49-(3)
use
time
User49-(3)
ok
User18-(3)
User18-(3)
User17-(7)
User17-(7)
User32-(4)
team
u
portal
guys
need
work
User41-(6)
let
meeting
meet
good
report
write
User32-(4)
think
know
hour
User36-(5)

Topic 4
User12-(2)
User12-(2)
model
start
d
User28-(7)
User28-(7)
User40-(6)
User40-(6)
just
drawings
cost
work
estimate
need
like
room
finish
think
schedule
User35-(2)
floor
drawing
yeah
User35-(2)
possible
mail
ok
doodle
students

Topic 5
d
u
User18-(3)
ll
User18-(3)
User21-(2)
User21-(2)
User26-(2)
model
v
User26-(2)
User13-(7)
send
User13-(7)
drawing
User55-(3)
ok
details
ya
need
User55-(3)
prepare
graddus
time
couple
User51-(5)
building
working
make
floors

Topic 6
u
User37-(4)
User37-(4)
th
User15-(2)
User15-(2)
live
User19-(2)
ur
sync
folder
User22-(5)
User19-(2)
email
User22-(5)
n
team
r
new
send
id
d
mail
wat
User34-(4)
guess
com
report
hav
fan
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Table 6: Suggested labels for each of the six topics based on hand picked unique
words among the top-30 words in each topic.
Topic Suggested label Hand picked top words
Topic 1 Schedule schedule, model, columbia, activities
Topic 2 Project project, manager, file, simvision, bridge
Topic 3 Meeting / reports week, portal, meeting, meet, report, write
Topic 4 Planning model, start, drawings, cost, estimate, room, fin-

ish, schedule, mail, doodle, students
Topic 5 Building model, drawing, details, prepare, building, floors
Topic 6 Sharing live, sync, folder, email, send, mail, report

were recorded in 10 second intervals whereas chat utterances were recorded on event
basis – every utterance was recorded just as it happened with the exact timestamp.
The databases could be merged by assigning the spatial coordinate of the speaking
user to the closest timestamp of each utterance. This merging produces a database
in which each utterance is assigned to a certain coordinate in the VE. Merging causes
an error margin on the exact location of the speaker. If the spatial locations were
recorded on each utterance event we would know the spatial locations exactly with
no error margin at all.

It is then possible to efficiently execute queries in which speaker is assigned as
the origin (nodes A and C in Figure 9) at the time of the utterance and close
spatial-temporal neighbors (nodes B and D respectively) are found within the given
threshold distance in the spatial database. Maximum inaccuracy in this query is
the recording interval of the spatial data – in this case the distance which a user can
move in five seconds. It is worth mentioning that often when people are engulfed in
discussion they hardly move at all. In fact, this behaviour can make it challenging to
mine subtle clusters with kernel estimation because few long and intense discussions
make the rest of the data look flat and uninteresting.

In our research data there exist multiple ways to build the network – it is important
to build the network so that community finding algorithms can be fully exploited.
We found that counting link strenghts by speaker-listener relationship captures com-
munity relationships reasonably well. Our query returns a list of speakers, utterances
and listeners – the network is build by summing these speaker-listener relationships.
The resulting network is a weighted undirected graph. Other viable ways to build
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the network could involve closeness of the discussing pair or amount of people near
the speaker. More sophisticated approaches could grade the importance of the ut-
terance – and as such the weight of the link – with topic modelling methods.

Figure 10 displays how the network structure changes depending on the link thresh-
old distance. Nodes are colored according to their group. White nodes do belong to
some group but because they did not utter anything that anyone could hear they
aren’t assigned any color. The colors indicate how we would like the graph to be par-
titioned – each node would be assigned to the same group with the other members
of the same group. However that is the human perception of the groups because we
already know how the members were assigned in the groups. Walktrap approaches
the problem from mathematically founded angle by optimizing modularity of the
partition. Although this may produce a different partition than that we expect it
is not viable to say that it is wrong. Because all partitions of a network can be
measured with the modularity measure we can measure the modularity of the orig-
inal group assignments and those that Walktrap finds. The goodness comparison
can be done by comparing the modularity values of the partitions. The higher the
modularity the better the partition.

Graph in Figure 10(a) represents a network in which we haven’t used a threshold
value to limit the distance over which links from speaker to listener are connected.
Only requirement for link to be created is that the two persons are online at the same
time and another one speaks. From this graph it is visually difficult to recognize
communities. By defining a threshold distance of 30000 units (approximately the
width of a room) we get a much more refined network, as seen in Figure 10(b).
Here it is possible recognize the 6 study groups although three of the groups are
still connected to each other. However if we set the threshold value too low we
might lose links even between group members. Too low estimate for link threshold
distance causes loss of information and badly connected network (10(c)). Here we
have approximated good link threshold distance by manually trying different values.
Other estimation methods could be used instead. One way to estimate the threshold
distance would be to measure average distance to a closest listener. This distance
would probably be a quite good approximation about how close listeners usually
are to a speaker. Then multiply that distance with a fixed multiplier value. The
larger the multiplier is the more complex the network becomes as more users fall
within the radius. The more users are within the radius the more information is
captured in the network. The tradeoff is between the amount of information and
the efficiency of the community finding algorithm.
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(a) Full network, no link distance threshold (b) Link threshold distance 30000 units

(c) Link threshold distance 15000 units

Figure 10: Effect of link threshold distance in network structure. In figure 10(a)
all the communication links in the network are mapped as if everyone heard what
anyone said as long as they were online at the same time. In figure 10(b) we’ve
set the maximum distance over which a discussion can be heard to 30000 units
(approximately a room width) – six different communities begin to show in the
visualized network. Setting link threshold distance too low will result in a loss
of important network structure as can be seen in figure 10(c). Nodes are colored
according to their group – white nodes did not utter anything that anyone could
hear.
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We then run the Walktrap algorithm on the full network (Figure 10(a)) and the
one with threshold limit of 30000 units (Figure 10(b)). Walktrap finds the correct
groups with path lengths t = 3 and t = 4. This result is not the optimal as measured
by the modularity though – the partition only yields modularity Q = 0.615239.
Other path lenghts (t ∈ {2, 5, 6, 7, 8, 20}) that were tested result in a partition
with a slightly higher modularity of Q = 0.618103 – this is a known problem of
parametrized algorithms that may provide different (better) results with different
parameters. Increase in modularity is possible by merging one of the administrators
(only one who was active, uttering four messages in the beginning of spatial data
recording period) from group 1 to group 4. Later he was just idling far outside
the conference hall just to record the data without intefering in the interactions
of the groups. It would be reasonable to remove edges from the network that are
below a certain threshold value. There is no “hidden information” in utterances that
someone happens to accidentally intercept and thus create a link between the pair.
These links however can unnecessarily increase the complexity of the network. In
our network a good link strenght threshold could be around 20 – although this was
not further tested. In Figure 10(c) the distance threshold of 15000 units is clearly
too strict. Although some group members are still internally connected there are
many internal links missing. The reduction in network degree distribution loses
important information about group structures.

Running time of the algorithm was 0.281 seconds on the full network and 0.25
seconds on the 30000 unit threshold network. This comparison is not completely
accurate because reading the network and printing out the results takes considerable
share of the total time. On larger networks these variables could be neglected.
Regardless the overall time to find the optimal partition is very small.

7 Conclusions

We’ve first introduced the history of distance education (DE) and virtual learning
environments. The history of DE extends from the mid 19th century continuing the
search for more efficient ways to teach and learn. Collaborative virtual environments
(CVEs) can be categorized as one form of distance education although there is
not necessarily need for a teacher as users themselves are set to solve a problem
before entering the VE altogether. Users in the VE themselves find out the best
way to approach the given problem. Way to the virtual worlds was paved by text
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based environments that were limited by both amount of users and inconvenience
of sharing content. As technology has evolved more comprehensive solutions have
become available – yet the first virtual environments have come into existence over
150 years ago between Morse code operators. That is the trend that is still ongoing.

Then the main concepts of interaction in VEs were introduced. These user model
concepts are the basis in how VEs fundamentally work both technically and as a
social environment. Each VE has a slightly different implementation of the user
model which usually directs people how they act, interact and behave in each VE.
There are CVEs that are solely built for learning, those that are for social leisure,
for short detachment and enjoyment from daily routines, for long time building of
an online character among a vast mix of VEs that involve these characteristics. The
invention and evolution of CVEs cannot be attributed to any single authority or
domain. We can however certainly discern that the VEs came to be long before
they were widely recognized as learning environments in any branch of scientific
research.

Community finding problem was introduced in Chapter 3. We divide the problem to
two separate concepts: finding dense subgroups in a graph and finding discriminative
topics in document corpus. Dense subgroup finding problem is closely related to a
graph partitioning problem. The aim is to find a good division of a given graph
to smaller groups that form the community. Modularity measure was introduced
that can be used to measure communityness of a network partition. The higher the
modularity is the better the community structure is. Topic modelling is used to find
distinct topics in large document collection quickly. The topic model can be then
used to classify other documents in the topics that were discovered in the learning
set. However we were just interested in the topic model that can be found in our
chat corpus. We chose LDA topic modelling algorithm that has shown good results
compared to earlier algorithms.

We then analyzed a collection of data from a study group in Second Life. We
evaluated two distinctly different methods to find groups in the data. First we
employed a topic modelling algorithm on the premise that each group would develop
a vocabularity distinctly of their own – and thus groups and group members would
be identifiable through the topics they discuss. This approach did not prove to be
succesful but interesting findings were discovered in the progress. Importance of the
pre-processing became prominent as the results of LDA topic modelling algorithm
varied greatly depending on the pre-processing steps. Another discovery was that
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identifiable topics can be found in chat data. It might very well be plausible to
identify topic or topics that a single user or a user group is discussing in real time.
Through topic identification it’d be possible to build filtering applications to easily
find interesting discussions.

By using spatial information combined with chat data we were able to find groups
in the social network with an algorithm called Walktrap. These groups can be found
fast. The algorithm finds dense clusters on an undirected graph that is built upon
chat relationships between interacting users. We were able to reduce the network
size by defining a threshold distance over which chat utterances could be heard, as
if each user in the VE had a voice that can only reach a certain distance. Interesting
improvement ideas revolve around how to evaluate the link strenght between each
speaker-listener pair. Trivial approaches could weight the link more when the listener
is close to the speaker or there is only one or few listeners present. More sophisticated
approach would be to evaluate what the speaker is saying and weight the link based
on that estimate. This approach would combine the topic modelling and the spatial
modelling so that each link would have a semantic meaning. In turn this would yield
a semantic network in which two users might have connections at multiple different
semantic levels. For instance work colleagues are likely to discuss work related issues
while friends discuss about leisure time activities. The relationship would not need
to be limited to a single classification – for example a work colleague might be one’s
friend as well. As documents are classified with a certain degree of belief to a topic
we might classify relationships in the same fashion.

Future research might involve recognition of topics of discussions (in communities)
and guiding the users in the world based on their own interests. A far-reaching idea
is that people could join a virtual world and be guided to a place where experts
of their domain of interest are gathered. An algorithm could find the communities
and what the users in them discuss about and thus identify meaningful places. In
social evolution some places in the VE would gradually become centralized domains
of certain interests. These domains would become inherently attractive to people
who are interested in the subject and thus solidify the existence of such a place.
Whether this development actually happens will remain to be seen and depends not
only on the technology but the popularity of the existing and coming virtual worlds.
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