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Abstract. Bayesian modeling can be used for providing adaptation in an on-line questionnaire. In our research, adaptation means selecting 
the questions presented to the user in such a way that the total amount of answers required for profiling the user is minimized. In the article, we 
present the motivation to use Bayesian modeling as a basis for the adaptation and introduce our adaptive on-line questionnaire EDUFORM which 
employs these modeling principles. Preliminary empirical study of EDUFORM proved 3 to 17 minutes (35 to 64 percent)   time saving and 9 to 
32 propositions (36 to 80 percent) less to answer per questionnaire. Since EDUFORM is an open system in the sense that the content is not fixed, 
we discuss a range of possible uses of EDUFORM, including learner self-evaluation and testing by quizzes to provide assessment information for 
teachers. 
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1 Modeling
In many cases, a researcher is in a situation where the domain of the study has been decided, and some research questions 

have been formulated. In addition, some data related to this domain exist as “legacy data” or otherwise.  What to do with the data? 
Albeit different in theory, in practice the standard answers to this question given in social science literature include such “analysis 
tools” as exploratory factor analysis (for finding interesting structures in the data), comparative analysis such as discriminant analy-
sis (for comparing different groups with respect to properties of interest), or regression analysis (to predict properties of interest 
based on known properties). For our purposes here, let us step back from this toolbox- thinking level, and set a simple general 
framework we will use to explain the Bayesian modeling approach.

For any problem there are infinitely many models, thus we have to somehow restrict the set of models to be examined. 
In other words, regardless of the analysis method a model is always chosen from a set of models. For example, almost invariably 
the models used in classical statistical analysis are from a particular set of probability distributions called normal distributions 
(Schervish 1995), i.e., the problem model is described using the language of probability distributions. Whether this is a good set of 
models or not naturally depends on the problem at hand. 

Even if we have restricted the set of models to be considered to a particular set of models properly, we still face the problem 
of how such models are to be compared with each other. Intuitively, we have a simple answer to this question; one model is better 
than another if it predicts better. However, things are not as straightforward as this. Although during the process of searching for a 
good model we do know how well a model predicts the observables at hand, we do not have access to future (unseen) observables, 
and thus do not know which one of the current models performs best for the future data as well. In classical statistics, this observa-
tion reveals itself in many methodological issues such as various estimates of so-called “out-of-sample” performance (Schervish 
1995). Consequently, one is forced to use some measure, called a score, to compare the different models with each other. The issue 
of a good score is many-faceted, and in many cases additional criteria such as “Ockham’s razor” are used in scoring the alternative 
models.

Once a score to compare different models has been selected, one still has to address the problem of how to search among 
the usually infinite set of models. Naturally, it is possible to do this search manually by using for example classical statistical tests 
as scores, but in the general case automated search methods should be used to explore different alternatives. Although important in 
practice for those developing computer programs to implement modeling techniques, we omit further discussion on this topic here.

For the discussion above, we have not made any “Bayesian” assumptions, although the emphasis on predictive modeling 
is deeply related to Bayesian modeling, and this general framework can be seen as a starting point for many different inference 
methods. With respect to the topics addressed, Bayesian inference requires the set of possible models to be stated explicitly in the 
modeling phase, which hardly can be considered harmful, as such an assumption has to exist anyway. However, a more characteristic 
feature for Bayesian inference is the central role of probability, both as a model comparison criterion and a means to predict.

2 Bayesian approach to modeling
Due to the impreciseness of natural language, there is a lot of confusion about the term “probability” and  “uncertainty”. 

Uncertainty is something we need to model when we create models of the domain. Uncertainty can be modeled in many different 
ways, probability being one of such methods, and so-called “fuzzy set” (Manton et al 1994) another one. Probability is a mathemati-
cal construct that behaves in accordance with certain rules (Bernardo and Smith 2000, Berry 1996) and can be used to represent 
uncertainty. In order to be able to perform inferences using the model, probability needs to be interpreted somehow. Depending on 



this interpretation, we end up in different inference frameworks; the classical statistical inference is based on a long-run frequency 
interpretation of probability, and the Bayesian inference is based on the “degree of belief” interpretation.

The frequency interpretation of the probability of an (observable) event is the long run proportion of the time it happens 
compared with the total number of observations. Here, long-run means “in the limit” as the total number of observations tends to 
infinity. Alternatively probability can be defined as a subjective assessment concerning whether the event in question will occur (or 
has occurred). Now the degree of belief depends on the person who has the belief, as well as on the event in question. In Bayesian 
inference, this person could be any experimenter or observer. There is not such a thing as the probability P(A) of an event A, as 
the probability will always depend on the state of knowledge of the one who believes. Of course, some opinions are based on more 
information than others. 

A subjective degree of belief interpretation applies any time the subject in question has an opinion, and if one counts 
ignorance as an opinion, this includes every setting. More importantly, subjective information can change when new information 
arrives. It should be observed that subjectivity in this context does not mean arbitrariness, i.e., that since all probabilities are subjec-
tive, everybody has different probabilities. The degree of belief definition of probability says that with different information one 
may get different probabilities. However, all subjects sharing the same information will always assign the same probability to the 
event. Thus the state of knowledge determines the value of the probability. Bayesian inference is based on this degree of belief 
interpretation of probability. Since all Bayesian probabilities depend on the available information, they are actually mathematical 
concepts known as conditional probabilities, and are denoted P(A | I), where I represents the information affecting the probability 
assignment. 

Let us now suppose that we have some data, and denote these data by D. In addition, we have several unknown things 
which we denote by M. Examples of typical unknown things concerning questionnaires exist. First, there are the values related to 
the model structure we have chosen. These values are needed to uniquely specify the model, and they are called the parameters of 
the model. Another unknown thing is the missing information in the data, e.g. unanswered questions in the questionnaire. Third, 
there might be events that were observed neither directly nor exactly. In case of a questionnaire, some of the students may have had 
low motivation to fill in a questionnaire due to some personal reasons.

Bayesian inference uses conditional probabilities to represent uncertainty. Therefore, we are interested in P(M | D,I) — 
the probability of unknown things (M) given the data (D) and background information (I). The initial uncertainty about M is also 
represented as a conditional probability P(M | I). For example, we could have some initial belief that some answers are more likely 
than others. Now the essence of Bayesian inference is in the rule that tells us how to update our initial probabilities P(M | I) if we 
see data D, in order to find out P(M | D,I). If we return to our example case this means that we could “update” our beliefs in the 
various alternative answers based on the answers the student has already given. This update rule is known as Bayes’ theorem and 
can be formally expressed as follows:

Consequently Bayesian inference briefly comprises the following principal steps:

• Obtain the initial probabilities P(M | I) for the unknown things. These probabilities are called the prior (distribution).
• Calculate the probabilities of the data D given different values for the unknown things, i.e., P(D | M,I). This function    
        of the unknowns is called the likelihood.
• Finally the probability distribution of interest, P(M | D,I), is calculated using Bayes’ theorem given above. This so 
        called posterior (distribution) will then express what is known about M after observing the data.

Bayes’ theorem can be used sequentially. If we first receive some data D, and calculate the posterior P(M | D,I), and at some 
later point in time receive more data D’, the calculated posterior can be used in the role of prior to calculate a new posterior P(M | 
D,D’,I) and so on. The posterior P(M | D,I) expresses all the necessary information to perform predictions. The more data we get, 
the more certain we will become of the unknowns, until all but one value combination for the unknowns have probabilities so close 
to zero that they can be neglected.

3 EDUFORM: an overview
In a questionnaire for education and educational research, there are two separate areas where adaptation makes the ques-

tionnaire more useful. The first is to optimise questionnaire length by dropping out uninformative questions. The second is to find 
user profiles from the sample data so that future users can be classified according to those profiles. In our adaptive on-line question-
naire EDUFORM, we use Bayesian modeling to achieve these benefits.

Even though EDUFORM is an electronic questionnaire on-line, it has a resemblance to the traditional questionnaires on 
paper (Figure 1). It presents a few multiple-choice questions at a time, with the possibility of adding comments. The navigation bar 
is at the bottom. The arrows on the right allow the user to move to the next or previous set of questions. Clicking the button with the 
pie chart icon shows the current profile. If it is already known with sufficient certainty, the user can quit before all questions have 
been asked by clicking the button with a cross on it. On the left there is a progress indicator showing an estimate of the amount of 
questions left. Because of the simplicity of the interface, there is no need for a separate help screen. The meanings of the buttons are 
shown as tooltips (in Figure 1, the word “Profile” next to the pointer).



Figure 1: The user interface of EDUFORM.

4 Adaptation in EDUFORM
Before EDUFORM can function properly, a profile model to the questionnaire must be built. Although such profiles in 

principle can be derived in a theory-driven manner and coded manually, in EDUFORM we have adopted the data-driven viewpoint 
that such profiles are constructed from data gathered with similar questionnaires. Thus in the use of EDUFORM, we distinguish 
between a Profile creation phase, where the probabilistic profiles (clusters) from a sample data are created, and the Query phase, 
where the constructed profiles are used to predict the query responses of the user so that the amount of questions can be optimized. 
Although the design of EDUFORM is generic and allows the use of any type of predictive modules from neural networks to rule 
bases, we have adopted the Bayesian modeling approach to describe the profiles.

Possible choices for a model family in the Profile creation phase could be the family of Bayesian networks (Cowell et 
al. 1999) and family of finite mixtures (Titterington et al. 1985). Also Johnson’s and Albert’s (1999, 191) work in which they 
have estimated item response model parameters using Bayesian methods with prior distributions by assuming that the latent traits 
represent a random sample from a known population could have been a viable choice. The current version of EDUFORM relies on 
finite mixtures because of the criteria for terminating the questioning process in Query phase can be straightforward if the user is 
to be profiled into a cluster. 

Construction of mixture models from a given data set D by using the Bayesian approach is described in articles by Kont-
kanen et al. (1996) and Tirri et al. (1996). In EDUFORM, we have adopted the Bayesian perspective as it allows us to use the prior 
information available (i.e., the theoretical framework of a questionnaire) and also helps us in the structure selection, i.e., selecting 
the proper number of profiles.

As a result of the Profile creation phase, a number of clusters have been identified in the sample data. A user answering the 
questions in EDUFORM eventually falls into one of these clusters. An attempt is made to reduce the required amount of answers 
significantly, while retaining the usefulness of the data acquired. 

The order in which the questions appear in EDUFORM is based on maximising the amount of information gained for 
profiling for each question. Kullback-Leibler distance is used to measure the difference between the current distribution and the 
distribution that would be the result if the user gave a particular answer.  For each of the remaining questions and their possible 
answers, the distance is calculated and weighted by the probability of the answer. As a result, questions with the maximum expected 
effect to the cluster distribution can be identified. At any moment, the finite mixture model knows the probability of the individual 
belonging to each of the clusters, as well as the probabilities of the alternative answers to the remaining questions. 

Figure 2 demonstrates the log file of the user’s actual answers and predicted answers. Every line represents a question in 
a questionnaire. The first column states the questionnaire name. The next column tells the number of a particular question in this 
“demo-1” questionnaire. The next five columns represent the probabilities of a given answer. If the number is 1.0, the user has actu-
ally answered to the question and chosen that particular option. The last to rows in Figure 2 show other probability distributions than 
0.0 or 1.0. It means the questions corresponding those lines have not been presented to user. Instead, the potential answer of the user 
is predicted.



Figure 2: Probability distributions of the questions in a demo questionnaire. The text file and the probabilities are 
truncated to fit the layout.

In the current experimental version of EDUFORM, questions are presented in dynamic chunks of one to four until the 
probability distribution of the most likely cluster exceeds .80. Once this condition is met, the user is told he or she has provided 
the necessary information, and asked if the user would like to improve the accuracy of his or her profile by answering the remain-
ing questions. An individual whose answering patterns are very different from the regularities captured by the model may have to 
answer all of the questions, i.e. the optimization of the amount of questions cannot be done. If the clusters have been named and 
explanations written for them, the profile can be used for providing immediate feedback  to the users.

5 Empirical results
A sample of 66 students from Finnish Polytechnic Institute was collected with EDUFORM in February 2001. The educa-

tional questionnaire (Ruohotie 2001) consisting total of 116 propositions measured four dimensions: Part A “Learning and motiva-
tion” (28 propositions), Part B “Study habits” (40 propositions), Part C “The quality of teaching” (23 propositions) and Part D “The 
effects and outcomes of education” (25 propositions). 

Once profiling information during answering process was clear, EDUFORM gave each respondent a chance to move on 
to next part and skip remaining propositions, or, alternatively, finish answering questions of the current part. Those respondents 
who skipped were categorized as members of “Group 1” (Adaptive) and those who wanted to give all answers by themselves were 
members of the “Group 2” (Non-adaptive). Table 1 shows that group 1 has only seven participants (10.6 %) in part A (versus 57, 86.4 
%), but even 23 (34.8 %) in part B. Reader should notice that the first two parts of the questionnaire are more laborous to respondent, 
containing mostly abstract propositions, than the remaining two which measure more practical matters. It is interesting to see that 
the size of group 2 (All propositions answered) grows in the last two parts of the questionnaire (62.1 % in both). Only 22 students 
(33.3 %) answered all 116 questions.

Table 1. Descriptive statistics of Group 1 (Adaptive) and Group 2 (Non-adaptive) of the 
adaptive educational questionnaire.

      We learn from Table 2 that the total number of propositions needed to complete the questionnaire averaged from 67 (58 
%) to 114 (98 %). Time elapsed during answering process varied from 6.1 minutes to 23.8 minutes showing time saving of at 
least 3.2 minutes, compared to non-adaptive electronic questionnaire. We estimated that the traditional paper version of the same 
questionnaire should be finished within twenty minutes. Th least time saving was obtained in part A (average 3.9 minutes versus 
5.7 minutes) and the most in part C (average 1.7 minutes versus 3.1 minutes).

Table 2. Comparison of Group 1 and Group 2 by the number of propositions answered and the 
time elapsed.



        6 Future uses of EDUFORM
Tool for self-evaluation.  Flexible tools such as EDUFORM can be used in assessing individual differences on-line. 

Questionnaires providing answers to questions like “What kind of a learner am I”, “How do I study efficiently” and “What is my 
motivational profile” can be used as a support material for learner self-evaluation as a part of virtual or campus university studies. 

Another important advantage is the immediate feedback EDUFORM provides with an additional feature, namely the visu-
alisation of the user’s profile. The user can see the estimate of his or her profile any time during the fill-in process.  The users can 
be divided into different groups of learners based on their answers to the questionnaire according to the model created in the Profile 
creation-phase. In Figure 3, the data gathered from a particular user to this stage suggests that the user’s profile is likely to fall either 
into group three or group five, but more questions should be presented until a reasonably reliable prediction can be made.

It should be noted that the visualization of the user profile is dynamic, i.e. the user can always see his or her profile. This 
might affect the answering behaviour of an individual, an issue requiring further investigation. 

Figure 3: Visualization of a user profile.

Tool for giving feedback. Preliminary testing implies that the obvious advantage with EDUFORM is that the question-
naires are usually significantly shorter compared to traditional non-adaptive questionnaires. This can help to raise the answering 
percentage if the questionnaire is seemingly long and tedious, such as course feedback questionnaires in the universities. It is pos-
sible that since the process of filling in the questionnaire becomes shorter, the answers can be more accurate because the user is not 
exhausted with the long list of questions. 

In the context of course feedback from a web-based course, the model construction in the Profile creation phase can offer 
he1p for teachers to find differences among the various learner groups so that different versions of the web course can be prepared 
to suit the individual needs of the group.

Although there is a resemblance between EDUFORM and traditional paper-based questionnaires, EDUFORM offers a 
possibility to write an open comment for every question. This enables valuable feedback to the developers of questionnaires, i.e. to 
point out questions with poorly chosen wording etc.

Tool for tests. Teaching and testing the students knowledge based adaptive questioning is not a novel idea. However, all 
of the earlier systems starting from BUGGY (Brown and Burton 1978) adapted the questions to the knowledge (or lack of it) of the 
student, and the questions are tied to the same domain or problem at hand. EDUFORM can be used as a quiz in a different manner. 
When using EDUFORM as a test, the adaptation means optimizing the length of the test. In other words, the goal is to provide the 
teacher or the assesser enough information of the students’ progress with as few questions as possible. Of course, the learners can 
also use EDUFORM tests for self-evaluation. Optimization of the amount of questions opens new research issues. It will be interest-
ing to see how the students evaluate their own actions, i.e. at which point they should stop answering since the prediction of a final 
score can drop if they start answering against the profile of a “good student”. 

Tool for teachers to evaluate the students. As well as self-evaluation, EDUFORM can be used by teachers to evaluate the 
students. Every answer is stored in an easily accessible text-file, as seen in Figure 2. EDUFORM stores a full probability distribution 
for each variable for every predicted answer, in addition to the order in which the questions were presented.  Comments and the 
amount of time used are also saved with the answers. A log of changes is created to help in identifying ambiguous questions and 
specific differences between groups of students. 

The format for the answers is such that the data can be transferred to other statistical analysis tools. Various reporting tools 
to be used with EDUFORM can be developed in the future for further analysis of the data gathered in EDUFORM.
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