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Abstract 

One solution to build adaptive educational material is to 
model the user with a questionnaire  before he/she 
enters the system, and then use this information to carry 
out adaptation of the platform. For example, users that 
are profiled could be offered personalised links to 
resources based on their metacognitive strategies or 
intrinsic goal orientations. These machine 
understandable beliefs of the profiles of different users 
could then be updated by collecting additional 
information with on-line questionnaire in regular 
intervals. An adaptive on-line questionnaire system 
EDUFORM is based on intelligent techniques that 
optimize the number of propositions presented to each 
respondent. In addition EDUFORM creates an 
individual profile for each respondent. The adaptive 
graphical user interface is generated automatically (e.g., 
propositions in the questionnaire, collaborative actions 
and links to resources), and profile analysis and the 
related selection of order of the propositions is 
performed with Bayesian probabilistic modeling. 
Preliminary testing implies that the obvious advantage 
with EDUFORM is that the questionnaires are usually 
significantly shorter compared to traditional non-
adaptive questionnaires. The empirical results show that 
after reducing dramatically the number of propositions 
(from 50-60%) one is still able to control the error ratio 
(12-22%). In the context of course feedback from a 
web-based course, the model construction in the Profile 
creation phase can offer he1p for teachers to find 
differences among the various learner groups so that 
different versions of the web course can be prepared to 
suit the individual needs of the group. The correct 
profile information of the respondent is in most cases 
obtained already with less than 33% of the original 
proposition set. 

Main goal 

The main goal of this paper is to describe the design and 
implementation of a software module, called 
EDUFORM1, a Web-based data gathering tool, which 
performs adaptive and dynamic optimization of the 
number of questionnaire propositions during the actual 
data gathering process. This is achieved by probabilistic 
modeling techniques that allow for profiling the 
respondents based on the data gathered. EDUFORM 
uses probabilistic Bayesian modeling [1] to create the 
respondent profiles, and these models can be used to 
optimize dynamically the set of propositions that are 
showed to the user in order to maximally extract the 
information. It should be observed that although we are 
discussing the adaptive techniques in the context of 
(course) questionnaires, many of the features used in 
this restricted evaluation task can be directly applied to 
wider context of modern computer-based learning 
environments [2]. The educational problems 
investigated in this study are two-fold:  

1. A great number of questionnaires, both on paper and 
electronic form, are designed with "one size fits all" -
principle. Equipped with numerous propositions, 
usually around one hundred, along with some 
inadequate propositions related to the theory or 
underlying model, they prolong the answering process 
decreasing internal, external and contextual validity.  

2. Learning environments are not effectively profiling 
learners which would allow the systems to promote 
collaborative and cooperative learning, or provide 
possibility to develop adaptive user interfaces and 
personalized contents and reference to additional 
resources. 

                                                                 

1 http://eduform.cs.helsinki.fi/software.html 
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The purpose of our research is to study the viability of 
intelligent data analysis techniques (in particular 
probabilistic modelling) to address the above concerns. 

Data set and instrumentation 

The instructional data consists of questionnaire results 
from 1800 students of a Finnish polytechnic institution. 
The data set was collected in December 2000 with both 
traditional and Bayesian optimized Motivated Strategies 
for Learning Questionnaire (MSLQ) [3]. The same 
organization with partly the same respondents (sub-
sample of 460 students) is our target on the next 
measurement. Motivational profiling instrument (query) 
in this study is based on the MSLQ, which is developed 
on the basis of motivational expectancy model [4]. 
MSLQ measures both motivational factors and learning 
strategies, and has been adapted to the needs of the 
research field of Finnish vocational education [5]. The 
motivation section (A) of MSLQ consists of 28 items 
that were used to assess students' evaluation of the 
course, their beliefs about their skills to succeed in the 
course, and their anxiety about tests in the course. The 
learning strategy section (B) includes 40 items 
concerning student's use of different cognitive, 
metacognitive and resource management strategies. A 
5-point Likert-scale ranging from 1 (Not at all true of 
me) to 5 (Very true of me) was used for all items. The 
initial order of items was randomized. 

The analysis methodology: Bayesian 
modeling approach 

EDUFORM is based on the models built from 
respondent data. The online questionnaire software 
itself is generic, and the models used by it can be 
produced in various ways. However, for many 
fundamental and pragmatic reasons the analysis in our 
research is based on Bayesian analysis, which is briefly 
outlined below. It should be remembered that our main 
goal is to produce respondent profiles that can be used 
to predict questionnaire responses after the respondent 
has already answered some of the questions. As a side 
product, interesting profile characterizations are built, 
and the profiles can then be used also for 
personalization of the course material in later phases. 

Profile creation phase by finite mixtures 

As stated above, EDUFORM relies on Bayesian 
modeling in the Profile creation-phase. Possible choices 
for model family could be the family of Bayesian 
networks [6] and family of finite mixtures [7]. Also 
Johnson’s and Albert’s [8] work in which they have 

estimated item response model parameters using 
Bayesian methods with prior distributions by assuming 
that the latent traits represent a random sample from a 
known population could have been a viable choice. The 
current version of EDUFORM relies on finite mixtures 
because of the criteria for terminating the questioning 
process in Query-phase can be straightforward if the 
user is to be profiled into a cluster (discussed in the next 
subsection).  

In a questionnaire, it is quite natural to model the 
problem domain by (m) discrete variables X1,…,Xm 
(possible continuous values discretised), and that a data 
d is sampled from the joint distribution of these 
variables. In finite mixtures we now make an additional 
modeling assumption that the data D can be viewed as if 
it were generated by K different mechanisms, all of 
which can have a distribution of their own. Furthermore, 
it is assumed that each data vector originates from 
exactly one of these mechanisms. Whether or not this 
actually is the case, is not of importance here. As we 
have already pointed out, model family is only a 
language in which we can express the constraints in 
data. From these assumptions it follows that the data 
vector space is divided into K local regions usually 
called clusters or profiles, each of which consists of the 
data vectors generated by the corresponding 
mechanism. 

The underlying intuitive idea is that a set of data vectors 
can be modeled by describing a set of profiles, and then 
describing the data vectors using these profile 
descriptions. Each description gives the distribution of 
the variables X1,…,Xm conditioned that the data vector 
belongs to the cluster. The cluster descriptions should 
be chosen in such a way that the information required to 
describe the data vectors in the cluster could be 
significantly reduced because they are similar to the 
“prototype” described by the profile. In such a “profile 
language” a data set D can be described by first giving 
the profile index for each data vector, and then by 
describing the differences between the observed and 
expected values.  

In finite mixture models the problem domain probability 
distribution is approximated by a weighted sum of 
component distributions, where each mixture 
component p(X1 = x1,...,Xm= xm|Y = yk) models one data 
producing mechanism. It should be observed that the 
finite mixture model family is universal in the sense that 
it can approximate any distribution arbitrarily close as 
long as a sufficient number of components is used [7].  

Figure 1 shows the structure of a finite mixture model in 
graphical form. Y denotes the latent variable, the values 
of which represent the clusters. When the model is  



In Proceedings of the NL 2002 Conference (Berlin, Germany, May 2002). 

created, the number of clusters is chosen to minimise 
the information required to describe the data used. 
Variables X1,…,Xm are assumed to be independent of 
each other given the latent variable Y. 

Insert Figure 1. here 

Figure 1. Graphical Bayesian network representation of 
finite mixture structure. 

The mathematical form of a finite mixture model is 
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Finite mixture as defined in Equation (1) is a generic 
model family, since we still have to fix the cluster 
distributions p(Xi|Y = yk). Construction of mixture 
models from a given data set D by using the Bayesian 
approach is described in articles by Kontkanen et al. [9] 
and Tirri et al. [10]. Naturally construction of these 
models can also be done using maximum likelihood 
approaches, however in EDUFORM we have adopted 
the Bayesian perspective as it allows us to use the prior 
information available (i.e., the theoretical framework of 
a questionnaire) and also helps us in the structure 
selection, i.e., selecting the proper number of profiles. 

Query phase 

As a result of the Profile creation-phase, a number of 
clusters have been identified in the sample data. A user 
answering the questions in EDUFORM eventually falls 
into one of these clusters. An attempt is made to reduce 
the required amount of answers significantly, while 
retaining the usefulness of the data acquired. The 
reliability of the predictions made by EDUFORM is 
discussed in another article [11]. 

The order in which the questions appear in EDUFORM 
is based on maximising the amount of information 
gained for profiling. Kullback-Leibler distance [12] is 
used to measure the difference between the current 
distribution and the distribution, which would result if 
the user gave a particular answer. For each of the 
remaining questions and their possible answers, the 
distance is calculated and weighted by the probability of 
the answer. As a result, the question with the maximum 
expected effect to the cluster distribution can be 
identified. At any moment, the finite mixture model 
knows the probability of the individual belonging to 
each of the clusters, as well as the probabilities of the 
alternative answers to the remaining questions. Figure 2 
demonstrates an example of the log file of the user's 
actual answers and predicted answers. Every line 
represents a proposition in a questionnaire. The first 

column states the questionnaire name. The next column 
tells the number of a particular proposition. The next 
five columns represent the probabilities of a given 
answer. If the number is 1.0, the user has actually 
answered to the proposition and chosen manually that 
particular option. The last two rows in Figure 2 show 
other figures than 0.0 or 1.0 indicating that the potential 
answer of the user is predicted. 

Insert Figure 2. here 

Figure 2. The first six probability distributions of 
propositions in an adaptive questionnaire. 

In the current experimental version of EDUFORM, 
questions are presented one-by-one until the probability 
distribution of the most likely cluster exceeds .80. Once 
this condition is met, the user is told he or she has 
provided the necessary information, and asked if the 
user would like to improve the accuracy of his or her 
profile by answering the remaining questions. An 
individual whose answering patterns are very different 
from the regularities captured by the model may have to 
answer all of the questions. If the clusters have been 
named and explanations written for them, the profile 
can be used for providing immediate feedback  to the 
users. 

Examples of EDUFORM interface 

The EDUFORM user interface is shown in Figure 3.  
The propositions are on the middle part of the screen, 
and as seen, the seventh proposition has inspired the 
user to write an open comment regarding the 
proposition.  

Insert Figure 3. here 

Figure 3. EDUFORM user interface. 

The Figure 4 presents a dynamic situation where user 
has actually given 24 responses (gray areas) and  
EDUFORM has inferred 24 responses (black areas) and 
37 propositions are still undecided (white areas).  

Insert Figure 4. here 

Figure 4. EDUFORM questionnaire optimization. 

The visualization of the current learner profile (groups 
of learners), is shown in Figure 5. The users are divided 
into different groups of learners based on their answers 
on the questionnaire. In this example the user profile 
gives an estimate where the learner is most likely to fit 
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into groups four or one, but the groups two and six are 
very unlikely. 

Insert Figure 5. here 

Figure 5. EDUFORM questionnaire current profiling 
state. 

Empirical results 

EDUFORM was tested with a sample of 66 students 
from a Finnish polytechnic Institute. The data was 
collected with EDUFORM in February 2001. Once 
profiling information during answering process was 
clear, EDUFORM gave each respondent a chance to 
move on to next part and skip remaining propositions, 
or, alternatively, finish answering questions of the 
current part. Those respondents who skipped were 
categorized as members of "Group 1" (Adaptive) and 
those who wanted to give all answers by themselves 
were members of the "Group 2" (Non-adaptive). Table 1 
shows that group 1 has only seven participants (10.6 %) 
in part A (versus 57, 86.4 %), but already 23 (34.8 %) in 
part B. It should be observed that the first two parts of 
the questionnaire require more work from the 
respondent, containing mostly abstract propositions, 
than the remaining two which measure more practical 
matters. It is interesting to see that the size of group 2 
(All propositions answered) grows in the last two parts 
of the questionnaire (62.1 % in both). Only 22 students 
(33.3 %) answered all 116 questions. 

Table 1. Descriptive statistics of Group 1 (Adaptive) 
and Group 2 (Non-adaptive) of the adaptive educational 
questionnaire. 

Insert Table 1. here 

We learn from Table 2 that the total number of 
propositions needed to complete the questionnaire 
averaged from 67 (58 %) to 114 (98 %). Time elapsed 
during answering process varied from 6.1 minutes to 
23.8 minutes showing time saving of at least 3.2 
minutes, compared to non-adaptive electronic 
questionnaire. We estimated that the traditional paper 
version of the same questionnaire should be finished 
within twenty minutes. The least time savings were 
observed in part A (average 3.9 minutes versus 5.7 
minutes) and the most in part C (average 1.7 minutes 
versus 3.1 minutes). 

Table 2. Comparison of Group 1 and Group 2 by the 
number of propositions answered and the time elapsed. 

Insert Table 2. here 

The results of the profiling phase provide a way to both 
explorative (profile creation phase) and confirmatory 
(the final profile) comparisons of the theoretical 
dimensions to those found from the data. Theoretical 
dimensions found from the part A of the profiling phase 
support Pintrich's original theory, these results will be 
reported in [11]. 

Conclusion 

We have described an adaptive on-line questionnaire 
system EDUFORM. The software is based on intelligent 
techniques that optimize the number of propositions 
presented to each respondent, and in addition creates an 
individual profile for each respondent. EDUFORM´s 
adaptive graphical user interface is generated 
automatically (e.g., propositions in the questionnaire, 
collaborative actions and links to resources), and profile 
analysis and the related selection of order of the 
propositions is performed with Bayesian probabilistic 
modeling. 

Preliminary testing implies that the obvious advantage 
with EDUFORM is that the questionnaires are usually 
significantly shorter compared to traditional non-
adaptive questionnaires. This can help to raise the 
answering percentage if the questionnaire is seemingly 
long and tedious, such as course feedback 
questionnaires in the universities. It is possible that 
since the process of filling in the questionnaire becomes 
shorter, the answers can be more accurate because the 
user is not exhausted with the long list of questions. The 
empirical results show that after reducing dramatically 
the number of propositions (from 50-60%) one is still 
able to control the error ratio (12-22%).  

In the context of course feedback from a web-based 
course, the model construction in the Profile creation 
phase can offer he1p for teachers to find differences 
among the various learner groups so that different 
versions of the web course can be prepared to suit the 
individual needs of the group. The correct profile 
information of the respondent is in most cases obtained 
already with less than 33% of the original proposition 
set.  

For future work the statistical techniques explored here 
are one possible solution to provide an intelligent agent 
to intermediate knowledge between collaborating 
students [13] as well as adaptation and personalization 
of the learning material. 
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Table 1. Descriptive statistics of Group 1 (Adaptive) and Group 2 (Non-adaptive) of the adaptive educational 
questionnaire. 

 

Table 2. Comparison of Group 1 and Group 2 by the number of propositions answered and the time elapsed. 
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Figure 1. Graphical Bayesian network representation of finite mixture structure. 

 

Figure 2. The first six probability distributions of propositions in an adaptive questionnaire. 
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Figure 3. EDUFORM user interface. 

 

Figure 4. EDUFORM questionnaire optimization. 

 

Figure 5. EDUFORM questionnaire current profiling state. 

 


